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Fingering instability in immiscible displacement
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Departing from the classical Buckley-Leverett theory for two-phase immiscible flows in porous media, a
reduced evolution equation for the water-oil displacement front is formulated and studied numerically. The
reduced model successfully reproduces the basic features of the finger-forming dynamics observed in recent

direct numerical simulations.
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I. INTRODUCTION

In oil extraction engineering it is common practice to in-
ject water into the oil field at certain points in an attempt to
drive oil to certain other spots for pumping. In large reser-
voirs the oil displacement by water-flooding often assumes
the form of an advancing front, a moving zone of limited
extent across which the saturation of water (the fraction of
pore space occupied by water) changes rapidly compared to
regions of nearly constant saturation upstream and down-
stream. In this process the phenomenon of fingering has long
been identified. The water, meant to push the oil forward,
tends to penetrate the oil through spontaneously formed
channels (fingers) [1]. The mechanism triggering the finger-
ing is physically akin to that of the well-studied Saffman-
Taylor (ST) problem dealing with the displacement of a vis-
cous fluid by a less viscous one in a Hele-Shaw cell, a pair of
parallel glass plates separated by a narrow gap [2]. In both
systems the instability is caused by the high mobility of the
displacing fluid, which results in similar dispersion relations
in the long-wavelength range where the impact of capillary
forces is negligible. The capillary forces, however, are
needed to ensure relaxation of the short-wavelength distur-
bances and to make the associated evolution problem dy-
namically well-posed, that is, free of pathological instabili-
ties.

In the ST problem, accounting for the capillary forces is
readily achieved by relating the pressure jump at the inter-
face to its curvature and the surface tension (Laplace’s law).
For the displacement in porous media the matter is more
involved. Here the interplay between the flow field and cap-
illary forces is, as a rule, described by the Buckley-Leverett
theory for immiscible two-phase flow, where the saturation
front acquires a finite-width structure. This feature, however,
turns even the linear-stability analysis into a technically dif-
ficult problem which can be tackled only approximately or
numerically [3-9].
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The long-wavelength stability analysis presented in
Barenblatt et al. [3,4] showed that correction to the pertur-
bation of the displacement front normal velocity is propor-
tional to its second-order arc-length derivative, which en-
sures relaxation of short-wavelength disturbances. Recently
in Brailovsky er al. [10] this observation has been utilized in
formulation of a heuristic free-interface model, where the
normal velocity of the front was considered as a linear func-
tion of its curvature. Yet, a more systematic analysis of the
problem conducted in the present study shows that the rela-
tion between the normal velocity of the front and its local
geometry is of a somewhat different nature. It transpires that
the short-wavelength relaxation is actually provided not by
the front curvature, but rather by its “stretch” induced by the
underlying flow field. It is curious that the curvature based
model is still functionally valid, but, as has been recently
shown [11], for the miscible rather than immiscible displace-
ment.

II. THE BUCKLEY-LEVERETT MODEL

The incompressible flow of two immiscible fluids in po-
rous medium can be described by the following system of
equations [4]:

#S,+u-VF(S)=V-[D(S) V5], (1)
u=-\(S)VP, 2)
V- u=0. (3)

Equation (1) is known as the Buckley-Leverett equation, Eq.
(2) is Darcy’s law, and Eq. (3) expresses incompressibility.
Here S is the saturation of the wetting (water) phase.

u=u,+u, “4)

is the total velocity of the two-phase flow, where the sub-
scripts w and o denote water and oil phases, respectively.

1
P=PWF(S)+P0[1—F(S)]—J pF,)dv  (5)
S

is the mean pressure of the two-phase flow. p,, and p, are the
pressure of the phases.
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pc(S)zpo_pw (6)

is the capillarity pressure.

PdS)= 0\/%1(5), ™

where o is the surface tension, ¢ and K are porosity and
permeability of the porous medium, respectively. J(S) is
known as the Leverett function.

-1
_ MO MW MU
FS)= 8 (krw(s> ¥ km(S)> ®)

is the fractional flow function, where u,,, u, are dynamic
viscosities and k,,, k,, are relative permeabilities of the
phases.

krw S ki"() S
A(S)=K<A+L) 9)
Moy Mo
is the total mobility of the two-phase flow.
dpc< M )‘1
DS)=—-K— |\ —-+—— 10
=K s\ ) ols) 1o

is the capillary diffusivity. For brevity the further discussion
is restricted to two dimensions. Results of the extension to
three dimensions are outlined in the Appendix.

III. ONE-DIMENSIONAL DISPLACEMENT AND ITS
STABILITY

For further discussion it is helpful to reproduce some ba-
sic results on the steady planar saturation wave driven by a
uniform flow field u=(U.,0). In this geometry,

S(x,1) =S(x - Vi), (11)
where V is the wave velocity (to be determined). Setting
x=Vt=x, (12)
Eq. (1) becomes
- VS, + U.[F(S)],=[D(S)S,],. (13)
The global integration of Eq. (13) then readily yields
¢V=(%)Uw, (14)
where
Sa=S(x— +2), $=8S(x—=-2), $§,>S8, (15)
and
F,=F(S,), F,=F(S,), F,>F,. (16)

The pressure profile P(y) is determined from Eq. (2). For
the relation (14) to be meaningful the line between the points
(S,,F,) and (S,,F,) should not intersect the fractional flow
curve F(S) between S, and S, [12]. For a given saturation S,
this condition defines the range of velocities V allowed for
sustaining the saturation wave of a permanent structure. The
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location of the saturation front may be specified as a point
X=Xy wWhere

” ds
- x)—dx=0, 17
LC(X Xf)dX X (17)

assuming that the integral converges.

The mobility drop across the wave (d\/dyx<0) renders
the one-dimensional displacement unstable to transversal
perturbations. The long-wavelength stability analysis con-
ducted for the mild mobility contrast yields the following
dispersion relation (Barenblatt ez al. [3,4]):

Fy—F,\[\y—\, G,~G,
¢w=(”—)(”—)uw|k|—(”—)k2, as)
S-S, N+ A\, S,—S,

where w is the instability growth rate, k is the perturbation
wave number,

Sp
Gb—Ga=f D(S)dS, (19)
Sa
and
N =N(S,), A =N(S,), Ny >N, (20)

The first term on the right provides the long-wavelength in-
stability, while the second ensures dissipation of short-
wavelength disturbances due to capillary forces.

IV. SHARP INTERFACE LIMIT AND
FREE-BOUNDARY FORMULATION

Assume that initially the saturation front is weakly
curved, that is, C~¢g, where K is the front curvature and
e< 1. In this situation, one may expect that the spatiotem-
poral structure of the corresponding solution of the problem
(1)—(3) will involve the short-range variable, associated with
the diffusive width of the evolving saturation wave, and
long-range variables associated with the curved interface and
the flow field away from the interface. At small & the model
(1)—(3) becomes a typical multiple-scale system which can
be tackled by a standard machinery of matched asymptotic
expansions. The resulting solution, however, involves cum-
bersome integrals whose physical origin is difficult to trace
due to the heavy algebra involved. As in [3,4], in the present
study we therefore restrict the discussion to the limit of mild
mobility contrast,

|)\—X| < x, x= ()\a+)\b)’ (21)

1
2
greatly simplifying calculations as well as final relations. It
is, however, hoped that the results obtained will provide an
adequate dynamical picture for a realistic parameter range
well beyond the adopted limit. The immediate technical ad-
vantage of this strategy is that for the leading order asymp-
totics the hydrodynamic problem (2) and (3) uncouples from
the saturation dynamics. When tackling Eq. (1) we may
therefore regard the flow field as prescribed and involving
only long-range variables. Applying standard asymptotic ma-
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chinery (see the Appendix for details) one ends up with the
following equation coupling normal velocity of the interface
with the divergence-free flow:

(et 222120
oV, = Uy + —\=/ (22)
S,—S, S,=3S,/ds\u,
Here, V, is the normal velocity of the interface, u,, and i are
the normal and tangent components of the flow-field evalu-
ated at the interface, and s is the arc length of the interface.
Equation (22) effectively replaces the Buckley-Leverett
equation (1) in the small curvature limit. For a prescribed
flow field u Eq. (22) defines a second-order differential equa-
tion in which the second term on the right ensures dissipation

of short-wavelength corrugations, rendering the associated
initial-value problem well-posed.

In terms of the interfacial pressure, P(s,f)=P(n=0,s,1),
Eq. (22) reads

F,-F (G,-G,\ (1P
PV, = (—” ”)ﬁn—)\<—h ”)—(:—). (23)
Sh_Sa Sh_Sa as u, as
Equation (23), derived for the constant mobility (A=\) will
now be iteratively applied to the system where in the far field
variables N jumps across the interface,
A=)\, n<0,

and A=\, n>0, (24)

while the pressure remains continuous. Recall that due to
Egs. (2) and (3),

V-(A\VP)=0. (25)

Continuity of the pressure implies discontinuity of the tan-
gential velocity i#,=—\"'9,P/ds at N\, # \,,.

The problem (25) and (24) may be solved within a frame-
work of the theory of the logarithmic potential, allowing us
to connect the shape of the interface with the normal velocity
i, appearing in Eq. (23); see [10] and [11] for details.

In this paper the discussion is restricted to two geometri-
cal situations: the displacement front as a closed curve sus-
tained by a point source of a prescribed intensity Q,

Or
=;T|r—2, (26)

and displacement in a channel (0<x<[,—0<y<) with
periodic boundary conditions at the walls and a prescribed
constant velocity field at y — * oo,

ur,y — =0, =U,=(0,U.,). (27)

For the point-source geometry the problem (2), (24), and
(25) yields

1(1 1
P(r,t)=— In|r| - —(— - —)f it,(t,F)In|r — F|ldL;,
c

27T)\b 27T )\a )\b
(28)
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QO r-N 1(1 1)_ 1(1 1
=gy —|———
2’77)\b |l‘| 2 )\a )\b 27T )\a )\b
y J i, (€,1)(r - £) - N(r, 1)
L

r -

dle.  (29)

Here £ represents the evolving interface.
For the channel geometry one obtains

P(r,t)=- (L+ i)Um-r+ L<L - i)

)\a )\b 2’7T )\a )\b
Xf u,(F,0)G(r —t)dL;, (30)
L
1({1 1
TERTU TN
2\N, Ny
1{ 1 1) 1 (1 1
22
2 )\a )\b 2’77 )\a )\b
Xf u,(F,0)V,G(r —¥) - N(r,0)dLs, (31)
c
where
1 . o
G(r—f):-Eln[sin2< W(xl x)) +sinh2(w>].

(32)

Problems (23) and (28)—(31) form a closed system of inte-
grodifferential equations which allows us to determine the
position of the interface. In the following section we present
results of numerical simulations.

V. NUMERICAL STRATEGY AND SIMULATIONS

The normal advancement of the interface R=(x(s,?),
y(s,1)) at the rate V,, is automatically ensured if one sets
ax ox J J J ox
v Zav 2 2y Py Z 0 33
ot as as Jt as as
where V, is defined by Eq. (A8), 0=s=L(r), and L(?) is
defined by the relation

dL

= =L (34)
Equations (33) are purely geometrical statements valid for
any V,. The front dynamics is specified by the relation (23),
where i, and P are defined by Egs. (28) and (29) or Egs.
(30) and (31). Equations (33) are considered jointly with the
following periodic boundary conditions.

For the source problem,

x(0,1) =x(L,1), y(0,1)=y(0,L),

x,(0,0) =x,(L,1), y,(0,0) =y (L,1). (35)

For the channel problem,
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x(0,0) =x(L,t) +1, y(0,1)=y(0,L),

x,(0,1) = xy(L,1), y,(0,1) =y,(L,1). (36)

The boundary conditions should be supplemented by initial
conditions

x(5,0) =xo(s),  y(5,0)=yo(s). LO)=Ly.  (37)

The quasisteady nature of Egs. (28) and (30) prevents evalu-
ation of i,(s,) as a solution of an initial value problem. Yet,
i, (s, t) can be successfully calculated through the interactive
procedure [10]. As the zeroth approximation one may take
#'=Q/L, for Eq. (28) and, ﬁ;o)=Uoc for Eq. (30), pertaining
respectively to the undisturbed radial and rectilinear flows.
For the source problem the initial conditions are conve-
niently given in terms of the auxiliary angle 0= 0<2,

Xo=R(0)cos 6, y,=R(6H)sin 6, (38)
where the profile R(6) is specified as

1 1
R(0) =R0[1 +a<cos 50+ gsin 1360+ 10°° 270)].

(39)

Note that at a<< 1, Ly=27R[1+0(a?)].
For the channel geometry the initial conditions are given
in terms of the parameter 0= =1,

xo=l(1-4), yy=- a—l<%sin(2mﬂ) + sin(lOTrz/f)).

2
(40)
At a<1, Ly=I[1+0(a?)].

For the source geometry the system (22), (28), and (29)
does not have an intrinsic length-scale. So

LO Q d)rref(Fb _ Fa)
Vief= s Uper=""4, L= 41
of 27T of rref of uref(Sb - Sa) ( )

are utilized as the reference length, velocity, and time scales,
respectively. We also set
A, 1 (Gb - Ga>

42
F,_F, (42)

)\b Y r refuref
which may be regarded as the relative mobility and scaled
capillary diffusivity, respectively. Figure 1 presents results of
numerical simulations of the problem (22), (28), and (29)
with the initial condition (38) and (39) at »=0.125, vy
=0.001, and a=0.1.

Note the cusp-leading nature of the emerging fingering
structure. This is opposite to the cusp-trailing structure oc-
curring in premixed gas cellular and wrinkled flames [13].
Some of the cusp tips show a tendency toward swelling and
subsequent splitting. Both features are observed in direct nu-
merical simulations of the original Buckley-Leverett model
recently undertaken by Riaz and Tchelepi [14,15].

For the channel geometry the dispersion relation (18) sug-
gests the following set of the length, time, and velocity
scales associated with the maximum growth rate of small
perturbations,
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2 Pecccas

-10r1

FIG. 1. Source geometry. Immiscible displacement front at sev-
eral consecutive instants of time. (X,Y)=(x,y)/r,.. The time inter-
val between the plotted curves is set at Ar=4t,,.

2 (Gb—Ga)<)\b+>\a>
Frop=—— ,
! Uper Sb_Sa )\b_ )\a

2 (xbma
e ¢Mref Ab_y\a

), I/trefz Uoc- (43)

Figure 2 presents results of numerical simulations of the sys-
tem (22), (30), and (31) for initial-boundary conditions (36)
and (40) at »=0.125, a=0.05 with the channel length I
=207, .

The incipient dynamics closely follows the initial data.
However, with the passage of time the development of pri-
mary (small-scale) corrugations slows down giving way to
formation of a single cusplike finger. Such an inverse-
cascade behavior is in line with direct numerical simulations

160

Y o+

120r

80r

40

0
-20

FIG. 2. Channel geometry with periodic boundary conditions.
Immiscible displacement front at several consecutive instants of
time. (X,Y)=(x,y)/r,,;. The shown configurations correspond to
the incipient dynamics over the doubled spatial interval (21). The
time interval between the plotted curves is set at At=t,,.
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FIG. 3. Miscible displacement front at several consecutive in-
stants of time. For conditions see [11].

[14,15] and is quite common to many other pattern-forming
systems [16-18].

VI. CONCLUDING REMARKS

Comparison with direct numerical simulations [14,15]
shows that the reduced model (23), though highly extrapola-
tive in nature, captures correctly the salient features of the
original Buckley-Leverett model such as cusp-leading finger-
ing, cusp merging, and splitting. The found fingering pattern
is quite distinct from the coral-like fingering rendered by the
recently derived model for miscible displacement [11] (Fig.
3). In the miscible system the dissipation of short-
wavelength disturbances is provided by the interfacial curva-
ture rather than the stretch. The visual dissimilarity in pattern
forming pictures, however, is not exactly in line with experi-
mental observations where the qualitative distinction be-
tween fingering patterns in miscible and immiscible displace-
ments is not at all obvious, contrary to theoretical-numerical
predictions. One may compare the pictures in experimental
studies [19,20] dealing with immiscible and miscible dis-
placement, respectively. This difficulty suggests that, for all
its success in covering various aspects of immiscible dis-
placement, the Buckley-Leverett model is apparently incom-
plete, and requires incorporation of some additional ingredi-
ents related to capillary effects. A more fundamental first-
principal approach to modeling two-phase immiscible flows
is needed [2].
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APPENDIX: DERIVATION OF EQ. (22)

In order to make the analysis tractable it is convenient to
rewrite Egs. (1) and (2) in terms of front-attached (intrinsic)
coordinates, instantaneously normal and parallel to the dis-
placement front. Details can be found in [21]. In terms of
intrinsic coordinates the position vector of a reference point
reads

r(n,s,t) =R(s,?) + nN(s,1). (A1)

Here, s is an arc length of the interface and n is a distance
from the reference point to the interface in the normal direc-
tion. N is a unit normal vector directed toward the fluid
ahead of the interface. Thus the interface is described by r
evaluated at n=0, that is, by R. In the intrinsic coordinates
the flow field may then be written as

u=uN+u,T, (A2)

where u, and u; are normal and tangent components of the
fluid flow and T=JR/ds is the unit tangent vector. The unit
normal and unit tangent vectors are related by Frenet formu-
las,

JN JT
—=KT, —=-KN, (A3)
as as
where C is the curvature of the interface. Therefore
J T o
V=N—+ —. A4
on  1+nkK s (A4)

In terms of intrinsic coordinates (s,n) Egs. (1) and (2)
read

a IF(S . OF(S
o D5 - v,1—> +u, S, IFS)
on on 1+nk 9s

d s\ KD(S) g8 1 o D) 4§
=—|D©)— |+ = = — .
on on 14+4nkon 1+nKas\1+nk ds

(A5)
9 K 1
n s _). (A6)

+ u, + —=
on  1+nk 1+nk 9s

Here, V,=dR/dt-N and V,=—dR/dt-T are normal and tan-
gent components of the velocity of the interface, and D, is
the material time derivative defined as

1% 1%
D,=—+V,—.

A7
ot ds (A7)

The normal and tangent components of the interface velocity
are related by transport identity,

Vi
ds

—KV,. (A8)
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By our assumption the interface is weakly curved, that is,
K~ ¢ with e < 1. This suggests a natural scaling,

E=es,

Moreover, the mild mobility contrast validates the assump-
tion that velocity field depends only on slow variables that is

r=¢t, x=Kle. (A9)

u=u(en,é&n. (A10)

Since the saturation S is expected to approach its limiting
values (S,,S),) exponentially fast, one can asymptotically re-
place the system (A5) and (A6) by its expansion applied to
diffusive layer |n|~ 1 and seek the solution in the form

§=50(n,&7) +eSV(n, &1 +0(?),

V,=V9 4+ eV 4 0(&?).

Within this approximation the equation [(A5)] for the satu-
ration S, taking into account incompressibility condition
(A6), reads

(A11)

Js . 0F(S) _ JF(s'")
-V,— +edD. SV +u, + el
on o0&

( ) aF(s<0>)
—&n %u + —
on

95©
= ; (D(S)—) + 8%D(S<0))_ +0(&%). (A12)

Here,

u(é )= (A13)

and D, is the scaled material time derivative.
Integrating Eq. (A12) in n from — to «© we have

u(n=0,¢§17),

— @V, (S, = Sp) + DAS), + it (F, - F)) + 8ﬁ5§§<F(S(O))>n

= (0)
—s(%ﬁ,,+Z—?)<n%>n=gx(Ga—Gb), (A14)

where F,, F,, G,, G, are as in Sec. IV and (S), is the average
saturation in the following sense:

<S>n = lim55,
5—0

0

16
S{&1)= J [S(n, & 7) — S, ]dn + f [S(n, & 7) — S, ldn.
0

-1/8
(A15)

The quantity (S), was first introduced in [22] in the context
of the nonlinear filtration problem. We also note that

as
< an >n <S>il

Recombining terms in Eq. (A14) and taking into account
identity (A16) we obtain

(A16)
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F,-F
Vv, =Ly % R (A17)
Sb - Sa Sb - Sa
where
R,=(Gy = G)x+ $DAS), + it (F(S°)),
+ LA (FsO),] (A18)
py: i, ol
Setting £=0 in Eq. (A17) we have
-F
VO = i Al9
¢ Sb s, P— (A19)

Thus in the zeroth approximation the problem (A12) reduces
to

F,—F,_ 059 _oFs©) 4 a8
- i, + 1, =—(D(S)—].
S,—=S, ~ on on on
(A20)
Integrating Eq. (A20) twice in n, we obtain
G,-G
(F(S© ), - Loy G =Ca ()

Sb Sa

n

Another useful property comes from the observation that
SO is a function of single variable z=i,n. In terms of 7 Eq.
(A20) reads

F,—F,38 oF(s©)
- +
Sp—=3S8, In an

_ 9 e ‘9_SO>
_(97]<D(S )(977 . (A22)

Note that

(SO, =, (S, (A23)

and (S(O)),} is independent of £ and 7. In addition, scaled in
terms of Eq. (A9), the transport identity (A8) together with
Eq. (A19) imply

Sp—84, 1 9V

~PF,-F,u, 0¢ +0(e).

X (A24)

Substituting Egs. (A7), (A21), (A23), and (A24) into Eq.
(A18), after simple algebraic manipulations, we obtain

S

Fy=Fy,on _ ) (ﬁ)
+(S,,—S<S )y— (G, —G,) se\n ) (A25)

So far the position of the interface has not been fixed.
Therefore we have freedom to chose the position of the set
corresponding to n=0. Since <S(°)),7 is constant we define the
set n=0 by the following condition [see also Eq. (17)]:

(s%,,=0. (A26)
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With this choice of the reference position Eq. (A25) takes a
particularly simple form,

(A27)

Finally, substituting Eq. (A27) into Eq. (A17) we obtain

PHYSICAL REVIEW E 77, 026301 (2008)

(A28)

oV _Fy-F,_ Gb—Gai(&)

u,+¢e
Sb_Sa Sb_Sa (9§ ﬁn

Returning to the original (unscaled) variables s and 7 in Eq.
(A28), one finally ends up with Eq. (22).

Equation (23) pertains to the two dimensional geometry.
In the extension over three dimensions, as may be shown,
the relaxation term 0—1(%%) of Eq. (23) is replaced by

—N-curl[(VPXN)/i,]],
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